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This work is concerned with the improvement of silicon photovoltaic solar cells using elec-
tromagnetic stirring in prior processing by controlling the hydrodynamics of the silicon bath
during ingot solidification. The vertical Bridgman directional solidification furnace called VB2
was numerically investigated using a controlled power-down technique under forced convection
generated by a travelling magnetic field, i.e. a full 3D numerical model of the VB2 furnace
has been developed using the Comsol MultiphysicsTM software. Enthalpy formulation based
on fixed-grid techniques is used for the phase-change phenomena considering magnetohydro-
dynamic forced convection created by a Lorentz force generated by a specific cylindrical Bitter
coil. The model provides the temperature distribution in the entire furnace as well as specific
details regarding the solidification process (i.e. solidification fraction and solid-liquid interface
shape), flow patterns and melt velocities. The obtained numerical results show good consist-
ency with experimental measurements and analysis, on the one hand, and can be considered
as useful orientation to improve the solidification process, on the other hand. It is shown that
the travelling magnetic field acting in the melt drives a moderately turbulent flow which has
a significant impact on the solid-liquid interface in terms of morphology and symmetry during
silicon solidification and, consequently, on the tight control of the crystallization process that
can affect the silicon crystal morphology and impurity distributions.
Keywords: Electromagnetic stirring, polycrystalline photovoltaic silicon, solid-liquid interface,
travelling magnetic field, vertical Bridgman directional solidification.

Introduction. Polycrystalline silicon is one of the most widely used materials for
the production of photovoltaic solar cells. In order to ensure the high efficiency of final
cells, a silicon feedstock of high purity must be used. To reduce costs, it is possible
to start with readily available solar grade metallurgical silicon feedstock applying an
appropriate directional solidification process to produce ingots [1]. However, the raw
material used for the photovoltaic polycrystalline silicon ingot production by the actual
directional solidification process contains impurities that have a major impact on the final
ingot and, therefore, on the performance of the solar cells, where they can decrease their
efficiency [2–3]. To enhance the quality of the final ingot, i.e. the impurities’ distribution
and crystal structure, it is necessary to control the factors that affect it during the
solidification process as the growth rate, the temperature gradient, the cooling rate and
the hydrodynamic motion of the silicon melt. Controlling mainly the configuration of
the melt and the thermal configuration of the furnace should lead to a better control of
the solid-liquid interface shape and, therefore, the segregation of impurities and crystal
structure during directional solidification [4].

The use of electromagnetic stirring (EMS) to control the melt flow in the case of
conductive charge in the liquid phase has become an interesting technique. However, the
configuration of the MHD flow pattern strongly depends on the design of the electro-
magnetic inductor which is the source of creation, distribution and action of the Lorentz
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force in the silicon bath. For a cylindrical system with a symmetry axis (i.e. a travelling
magnetic field (TMF) apparatus used in the VB2 furnace), the choice of 2D models to
simulate melt flow driven by the TMF during the solidification process which is obviously
based on an axisymmetric approach does not always predict the real existing MHD flow
configuration. On this basis, Cablea et al. [1, 5, 8] numerically examined the effect of
two TMF configurations (upward and downward) at the solid-liquid interface in a vertical
Bridgman directional solidification experiment (VB2 furnace) using a 2D axisymmetric
model. As a result, two possible regular shapes of the solid-liquid interface – convex and
concave – were observed from the solid, depending on the TMF direction stirring upward
or downward, respectively. However, our recent 3D numerical investigation [7], focused
on the analysis of the MHD flow configuration and instability under identical experi-
mental conditions of the VB2 furnace, has confirmed that the real topology of the MHD
flow is not always axisymmetric but only can be adapted to quasi-symmetric with respect
to a specific meridional plane. In fact, this paper is part of an extensive continuity of our
previous work with an improved approach for solidification (i.e. phase change problem)
under the action of electromagnetic stirring, which primary objective will be focused on
a 3D numerical study using the real TMF apparatus (Bitter coil, Figs. 1,3) supposed to
be more predictive rather than using a 2D modelling method to examine the impact of
electromagnetic stirring on the flow configuration as well as on the stability and shape
of the solid-liquid interface during the solidification of silicon under power down control
technique.

1. Experimental process.

The VB2 setup is a cylindrical resistive furnace, where a benchmark of the vertical
Bridgman solidication experiment is to obtain cylindrical polycrystalline silicon ingots
of 2 inches in diameter. It was performed at the SIMaP/EPM Laboratory in Grenoble,
France.

As shown in Fig. 1, the VB2 furnace is composed of three principal parts: two
graphite resistors (top and bottom), surrounded by thermal insulation of graphite foam
and in between there is an adiabatic zone to improve the control of the radial and
vertical thermal gradients in the silicon melt. The two resistors are in form of electrical

Crucible

Crucible
support

Top
resistor

Bottom
resistor

Bitter
coil

Thermal

insulation

Fig. 1. Main components of the VB2 furnace (SIMaP/EPM Laboratory, Grenoble, France).
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heaters in graphite; they can generate a controlled thermal heat flux as well as an applied
temperature gradient ∆Tfurnace and a cooling rate Cr using the electrical power down
control technique. The principle of the electrical power down control technique is to
solidify a fixed silicon ingot (i.e. without pulling devices) between two adjacent resistors
that are temperature-controlled. Thus, upon creating an initial gradient between the
two resistors, directional solidification is performed by decreasing the temperatures of
both resistors with the same or different cooling rate. Since electrical heating devices are
used to control the furnace temperature by a control system, the term “power reduction”
means the required decrease in power to solidify the silicon ingot.

In the central adiabatic region, the solar metallurgical grade silicon is placed in a
cylindrical fused silica crucible of 5 cm in diameter, which is partially filled (12 cm high)
and held by a graphite support surrounded by multi-layer foam insulation. In addition,
an electromagnetic Bitter coil generating an external travelling magnetic field (TMF)
is used to control the MHD flow of the silicon melt during the solidification process
without contaminating it. The Bitter coil apparatus has the height HIN =18 cm and
internal and external diameters of 20 and 25 cm, respectively. The TMF is characterized
by the wavelength λ0 and the pole pitch τ , where λ0 =2τ =168mm, so that the wave
number K =2π/λ0 =37.4m−1. The coils of the Bitter coil has six blocks of discs, each
block having a stack of ten individual copper discs with Kapton electrical insulation.
The TMF system is powered by three-phase currents shifted by 2π/3 at the network
frequency f0=50Hz. The power down control technique is used for the top and bottom
resistive graphite resistors with an applied thermal gradient to ensure a vertical direction
solidification process of the silicon melt.

2. Numerical model.

The full 3D multi-disciplinary developed model, dealing with the whole VB2 furnace,
is governed by a non-linear coupling set of equations, including electromagnetism, fluid
mechanics, and heat transfer with phase change phenomena, as detailed below.

2.1. Electromagnetic part. This part solves the set of Maxwell’s equations in a
harmonic mode for different coils composing the Bitter coil based on the A-V potential
formulation and considering the Coulomb gauge condition (∇A = 0) to calculate the
generated TMF and subsequently the Lorentz force induced in the silicon liquid charge.
With the basic assumption that the displacement current is neglected in the usual fre-
quency range (|J| ≫ (∂E/∂t)), following [9], the differential equations governing that
method are

∇×H = J = Js + Ji, (1)

∇×
(

µ−1
e

)

∇×A+ σe

(

∂A

∂t
+∇V

)

= Js, (2)

∇ ·
(

σe

(

∂A

∂t
+∇V

))

= 0, (3)

where H is the magnetic field intensity vector, J is the total current density vector, Js is
the applied source of the current density vector, Ji = σe(E+u×B) is the induced current
density, E is the electric field intensity vector, B is the induced magnetic field; u is the
melt velocity, A is the magnetic vector potential, V is the electric scalar potential, σe is
the electric conductivity, µe =µ0µr is the magnetic permeability; µ0 is the permeability
of free space, and µr is the relative permeability.
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The continuity equation for the electric current follows from taking the divergence
of both sides of Eq. (1),

∇ · J = 0 (4)

Also, the advection of the magnetic field by the liquid metal velocity can be neglected
due to the low Reynolds magnetic number Rm=µ0σul ≈ 0.001, where u is taken as the
maximum velocity u = ‖umax‖=3.4 cm/s and l is a typical length scale of the flow
assumed in the considered case as the radius of the crucible (l≡R). As well known,
when Rm≪ 1, the electromagnetic aspect of the problem separates from the liquid metal
flow, allowing for independent solutions to be obtained. Thus, the induced current density
takes the following form,

Ji = σeE (5)

and when the harmonic approach is used, all equations for the complex amplitudes of
the electromagnetic quantities are solved.

The time average Lorenz force density value is

〈FLtz〉 =
1

2
(Jr ·Br + Ji · Bi) , (6)

where the subscripts ‘i’ and ‘r’ denote the imaginary and the real part of the complex
value.

2.2. Fluid mechanics part. A realizable k-ε turbulent model was adopted to treat
the fluid flow under electromagnetic stirring. This model of two equations (k – turbulent
kinetic energy and ε – turbulent dissipation) with Reynolds averaged modelling can
provide an accurate result for the mean flow velocity and does not require much of the
computational power [10]. The reader can refer to Hiba et al. [6–7] for further details
concerning the turbulent model adopted to resolve the set of magnetohydrodynamic
equations, fundamentally based on low frequency and low magnetic induction, and on an
averaged expression of the Lorentz force. The liquid was assumed to be incompressible
with a constant density and viscosity. The no-slip flow boundary condition was applied
to the silicon melt. The thermodynamic/physical properties of the silicon charge used in
the current simulations are listed in Table 1.

2.2.1. Governing equations. With the specific design of the VB2 furnace configur-
ation, the bottom zone is cold and the top zone is hot with quasi absence of thermal
gradients in the radial direction (i.e. incompressible fluids with constant density), and
there is no effect of buoyancy forces. This means that the driving force stirring the melt
is only the Lorentz force given by Eq. (6). Thus, the momentum equation of MHD flow
for this case with a phase change can be expressed as follows:

ρl

[

∂ (u)

∂t
+

1

fl
(u · ∇)u

]

−∇ · (µl · ∇ · u) + S (T )u = −fl∇ (p) + fl 〈FLTZ〉 , (7)

with the continuity equation
∇ · u = 0, (8)

where u = flul is the intrinsic velocity in the liquid phase.
2.2.2. The way of considering the presence of solid phase. For silicon phase change

modelling, the enthalpy formulation based on a fixed-grid approach is adopted to predict
the solidification process in terms of the solid-liquid interface location, morphology and
its progression in the ingot. This latter is part of uni-domain approaches, where the same
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and unique system of equations is solved everywhere in the domain containing both the
solid and liquid phases which are represented by a single fluid. A major advantage is
that the method does not require explicit treatment of the moving boundary. Enthalpy
methods basically account for latent heat in energy equations by allocating a nodal latent
heat value to each numerical cell based on the cell temperature. However, the distinc-
tion between solid and liquid poses a numerical difficulty because the properties of pure
material change immediately at the melting temperature Tm. In order to circumvent
convergence problems, a mushy zone approach was adopted, where the thermophysical
properties of the solid and liquid phases are spread over a user-defined melting temper-
ature range ∆T (in our study ∆T =1K). Moreover, an important basic assumption with
fixed-grid solution techniques is that the establishment of a zero-velocity condition is
needed in cells when the liquid area becomes solid. Numerous methods may be used,
in principle, to “switch off” velocities in computing cells that are freezing (or “turn on”
velocities in the case of melting). The momentum equation part of the study requires
an additional modelling term S(T )u in the momentum equation (7), accounting for the
porosity of the mushy zone. The porosity function S(T ) is a sink-term in the momentum
equation derived from the Carman–Kozeny equation (9). In the case of a solid fraction,
the momentum equation provides a trivial (u=0) solution to ensure immobility. The
simulating term

S(T ) = Amush

(1− fl)
2

f3
l + ε0

(9)

overrides any other term in the momentum equation in the solid zone [11, 12]; the mushy
zone constant is Amush =106 kg/(m3s, fl is the liquid fraction defined by Eq. (15), and
ε0 =10−3 is a small positive calculation constant defined to avoid division by zero in the
liquid state (fl =1).

2.3. Global heat transfer with phase change part. The energy part concerning the
heat transfer in the whole furnace, considers all the existing energy exchange mechanisms:
conduction, convection and radiation. It is important to mention that the heat source
resulting from the Joule effect was included as a source term in the heat transfer in solid
dealing with the two graphite resistors, and it was neglected in the silicon material (i.e.
electromagnetic heat induction) due to the used low network frequency (50Hz), which
translates much more into a dynamic effect (i.e. electromagnetic stirring).

2.3.1. Heat transfer in the silicon domain with phase change. The heat transfer
process in silicon which undergoes a phase change is governed by Eq. (10), taking into
account simultaneously the coexistence of both liquid and solid phases. It is no longer
possible to describe the position of the interface in detail on a microscopic scale. The
liquid-solid transition zone is determined implicitly by the solid fraction function fs. The
approach implies defining a single temperature field for the liquid and solid assembly (or
enthalpy of the mixture) by determining a specific heat Cp modified by the release of the
latent heat L in the temporal variation term,

∂ (ρCpT )

∂t
+

∂ (ρflL)

∂t
= −∇ (ρuh) +∇ (λ∇T ) (10)

where ρ is the density, λ is the thermal conductivity, and the unsteady latent heat
L content term in the left side of Eq. (10) is equal to zero for T < Tm − ∆T/2 and
T > Tm + ∆T/2 (it affects the energy equation only within a user defined temperature
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range ∆T ), with
{

ρ = fsρs + flρl,

λ = fsλs + flλl.
(11)

The enthalpy of the material is calculated as the sum of the latent heat L and sensible
enthalpy,

h =

{

CpsT for T ≤ Tm,

CplT + flL for T > Tm.
(12)

The specific heat is expressed as a function of the latent heat L and Dirac distribution
function D(T ) as follows,

Cp (T ) = Cps + fl (T ) (Cpl − Cps) +D (T )L, (13)

where D(T ) is determined by the melting temperature Tm, generally considered to be
distributed over a temperature interval of 2∆T around Tm to ensure a smooth transition
between the heat capacity values from the liquid to the solid phase [13],

D (T ) =
1√

π∆T/4
exp

{

−
(

T − Tm

∆T/4

)2
}

(14)

and

fl =















1 for T > Tm +∆T/2,
T − (Tm −∆T/2)

∆T
for Tm +∆T/2 ≥ T ≥ Tm −∆T/2,

0 for T < Tm −∆T/2,

(15)

with Tm being the melting temperature of silicon and ∆T the half-width of the temper-
ature transition.

2.3.2. Heat transfer in the solid furnace parts. In the solid furnace parts, the
governing heat transfer equations can be expressed as

∂ (ρCpT )

∂t
= ∇ (λ∇T ) +Qelec, (16)

with

Qelec =







J2

2σresistor

in the graphite resistors,

0 other solid parts,
(17)

and
Qrad = FAσǫ

(

T 4
1 − T 4

2

)

(18)

with F being the radiation configuration factor; σ=5.67× 10−8 J/(s·m2K4) is the Stefan–
Boltzmann constant, A is the surface area of the object, and ǫ is the emissivity of the
object.

The phase change domain includes a silicon charge in a cylindrical crucible of 12 cm in
height and 5 cm in diameter. Different results were obtained, however, in this study; the
focus was first on the temperature field for validation purposes of the thermal boundary
conditions used in the experiment, then a numerical investigation of the topology of the
melt flow field was carried out resulting as well in its effect on the shape, instability and
change of the position of the solidification front over time (i.e. solid-liquid interface).
406



Numerical study of the Bridgman directional solidification process of photovoltaic silicon. . .

Table 1. Thermo-physical properties of pure silicon [1].

Property Value Units

Solid silicon

Density ρs 2310 kg/m3

Thermal conductivity λs 19 W(m·K)
Specific heat Cps 1032 J/(kg·K)

Melting temperature, Tm 1687 K

Liquid silicon

Density, ρl 2560 kg/m3

Thermal conductivity, λl 56.5 W(m·K)
Specific heat, Cpl 1032 J/(kg·K)

Dynamic viscosity, µl 7.5·10−4 Pa·s
Latent heat, L 1.8·106 J/kg

Electrical conductivity,σe 1.5385·106 S/m

3. Results and discussions.

In the present study, we deal with the solidification of silicon using a specific cooling
system controlled by the power down technique. More details about the experiment and
related results can be found in [1, 8].

3.1. Treatment of experimental boundary conditions. It should be emphasized
that in the experiment, the temperature boundary conditions prior the solidification as
well as the cooling process during solidification were programmed and controlled by the
electrical resistor heaters in graphite. Moreover, due to the high melting temperature
of silicon, the experimental setup cannot provide precise information needed for the
boundary conditions (i.e. exact temperature proles in the crucible and in the silicon
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Fig. 2. (a) Close-up view in the central part of the VB2 furnace with highlighted ther-
mocouples positions, heaters and insulating layers. (b) Numerical and experimental results of
temperatures of two thermocouples TcRtop and TcRbottom during solidification with a cooling
rate of 10−2 K/s [1].
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melt) for such full model; the entire furnace geometry was reproduced in the numerical
model, not only the solidication region. Fig. 2a depicts a close-up view in the central
region of the VB2 furnace, where the two graphite heaters and the insulating layers are
highlighted. The approach for the numerical model validation was a direct comparison
with experimental measurements.

Using the thermocouples attached to the graphite foam support at different heights,
namely, the temperatures of the two resistors (TcRtop and TcRbottom) were measured.
The measured temperatures and the simulated temperatures are compared in Fig. 2b.
The comparison is made for a power supply of 155A and 145A in the top and bot-
tom resistors, respectively. To have the cooling rate 10−2K/s carefully controlled, a
power down in the current intensity of CIbottom =7×10−4A/s for the bottom resistor
and CItop =4.5×10−4A/s for the top resistor was applied. The difference in the rates of
the electric current variaion was due to the difference in the design of the heating elements
(i.e. resistors) in terms of the size and thickness. The temperature difference between
the experimental and the simulated values at the thermocouples mentioned above is
approx. 2.5K during the solidification stage, whereas the temperature distribution is
almost similar. With this acceptable difference between the experimental and simulated
temperatures illustrated in Fig. 2b, the numerical model is considered to be a close rep-
resentation of the experimental furnace. Similarly, for validation purposes, a full-scale
Bitter coil (Fig. 3a) was manufactured to make an electromagnetic calculation using the
Comsol MultiphysicsTM software. First, the radial component Br of the simulated trav-
elling magnetic field along the central axis (R=0mm) without the crucible and silicon
charge was numerically calculated and compared with the experimental measurements,
which were made for three different values of the same three-phase power supply 400,
600 and 800A.

The comparison for the downward TMF presented in our previous study [7] clearly
shows a good correspondence between the numerical results and those of the experimental
measurements. Then the time-averaged 〈FLTZ〉 was calculated by solving Maxwell’s
equations, and the extracted value was implemented into the CFD calculation. It was
then weighted by the corresponding liquid phase volume fraction (fl), and used as a
source term in the momentum conservation equations. Fig. 4 presents the evolution of

(a) (b)

Fig. 3. (a) Image of the experimental setup of the Bitter coil used for the VB2 furnace; (b)
its 3D reproductive geometry used in numerical simulation.
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Fig. 4. Vertical evolution of the Lorentz force density averaged in time in the magnetic skin
for the current I1 = I2 = I3=200A: (a) downward TMF, (b) upward TMF.

the Lorentz force magnitude averaged in time at different positions distributed in the
azimuth plane at the level of the magnetic skin δ=1mm. The numerical calculation of
four positions in the azimuthal direction, namely, P1, P2, P3 and P4, is shown in Fig. 4.
The results clearly illustrate that in both cases (downward and upward TMF), the vertical
distribution of the Lorentz force is different from one position to another. However, there
is some relative resemblance in the distribution of the Lorentz force between P2 and P4
for both cases. This behaviour may explain the presence of almost symmetry of the two
loops in the Y Z-plane and, hence, a concave or a convex solidification front, depending
on the direction of rotation of the silicon melt related to the applied TMF direction.
Moreover, the significant difference in the Lorentz force intensity distribution between
P1 and P3 explains the appearance of only one dominant vortex in the XZ-plane and,
therefore, the inclined curved shape of the solidification interface, which will be the
subject of the next section.
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4. Effect of TMF stirring on solidification.

To illustrate the TMF induced flow and its effect on the solidification front of silicon,
the solidification sequence was analyzed for the 3D global geometry of the crucible and
meridional vertical planes (XZ and Y Z). Two cases of TMF stirring were examined:
downward and upward. Schematic views of the liquid flow pattern and solidification
process are shown for the case of downward stirring and similarly for the case of upward
stirring in Fig. 5 one hour after the solidification began (t=3600 s).

                                               

(1) Downward TMF stirring

(a) (b) (c) (d)

(2) Upward TMF stirring

(a) (b) (c) (d)

Fig. 5. Schematic views of the MHD liquid flow pattern at a chosen instant (t=1h). (1)
TMF downward stirring; (2) TMF upward stirring. (a) 3D view; (b) Y Z-plane; (c) XZ-plane,
(d) solidification front of the corresponding experiment ingot slice in the XZ-plane under TMF
stirring by Peltier electric technique [8]. Yellow dashed lines indicated the experimental interface,
and dashed white lines indicated the numerical diffuse interface.
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As expected, the Reynolds number Rn= ρlumaxLc/µl=33423, where Lc=H2/D, H
is the height and D is the diameter, estimated for maximum velocities equal to 3.4 cm/s
for the downward and 2.9 cm/s for the upward flow clearly indicates that the flow is
turbulent. As preliminary results show, the MHD flow generated by the Bitter coil
significantly changes the usually expected axisymmetric torus-type MHD flow topology,
which results in a distinct 3D flow configuration. Indeed, Fig. 5(1b) and Fig. 5(2b)
show that in the Y Z-plane the MHD flow configuration illustrates the possibility of
almost symmetry of two loops with opposite rotation directions. However, in the XZ-
plane Fig. 5(1c) and Fig. 5(2c)) both cases illustrate the appearance of one principal
predominant vortex in the crucible a djacent to a secondary small one. For more details
about the configuration of the resulting MHD flow the reader can refer to [7].

Fig. 5 shows also a comparison between the simulated solidification front and the
corresponding experiments with the same configuration of TMF stirring. Satisfactory
agreements between the measurements and the simulation results were obtained. The
solidification front marked on the silicon ingot slices in Figs. 5(1d) and (2d) was revealed
by the Peltier electric solid-liquid front detection technique [5]. It is clear that the flow
pattern in the silicon melt significantly affects the shape of the solid-liquid interface and
its evolution in space and time. Indeed, the solidification front after one hour of cooling
demonstrates a remarkable progress for upward stirring compared to the downward case.
Concave and convex shapes of the solid-liquid interface were obtained by the numerical
simulation, as shown in Figs. 5(1b) and (2b) in the Y Z-plane. However, the numerical
results corresponding to the XZ-plane presented in Figs. 5(1c) and (2c) indicate that the
solid-liquid interface corresponds to a shape of curvature leaning to one side according to
the MHD flow configuration. This shape of curvature leaning to one side, characterizing
the solidification interface in the XZ-plane, is in good agreement with the corresponding
experimental silicon ingot slices displayed in Figs. 5(1d) and (2d) for both cases of TMF
stirring (i.e. downward and upward TMF).

We can highlight some findings about the effect of the two different TMF stirring
modes applied to the solidification process, particularly concerning the shape and the
change of position in time and space of the solidification interface.

(1) The quasi concave or convex shape in the Y Z-plane for the downward and
upward modes of TMF stirring is the direct consequence of the direction of rotation of
the convective loop created by electromagnetic stirring in the liquid phase.

(2) The relative dominance of the vortex located in the XZ-plane is responsible for
the curvature leaning to one side of the solidification inreface.

(3) The relative delay in the solidification front progress for the downward TMF
compared to the upward TMF can be attributed also to the electromagnetic stirring
that exerts two main effects. First, the Lorentz force in the case of the downward TMF
causes, therefore, a downward movement of the hot flows which will homogenize the pool
and decrease the temperature gradients, thus creating unfavourable conditions for the
solidification front progress. Second, the hot flow transported by convection impinging
the solid-liquid interface under certain conditions can enhance the remelting of the latter,
which in turn may cause the interface delayed progress.

5. Conclusions.

A full 3D numerical multidisciplinary model of the vertical Bridgman 2 inches (VB2)
furnace was numerically investigated and experimentally validated. The used model
has shown its effectiveness in predicting the behaviour of magnetohydrodynamic flow,
thermal field configuration, phase change phenomenon and solid-liquid interface shape
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and progression. Two configurations of the travelling magnetic field have been examined,
i.e. downward and upward. Each TMF mode provides a specific configuration of electro-
magnetic forces leading to a particular hydrodynamic configuration in the silicon melt.
The simulated 3D model illustrates clearly that MHD convection has a significant effect
on the solid-liquid interface in terms of the shape and symmetry. It was found that the
geometric shape of the solidification front does not exhibit a perfect concave or a convex
shape. In the light of this preliminary numerical investigation, we can conclude that the
irregular shape of the solidification interface, according to the azimuthal direction, is an
indicative factor that could call into question the control of the solidification process. We
believe that the designed Bitter coil and the current electromagnetic parameters used in
the VB2 furnace can certainly initiate an adequate MHD flow in the melt, but remain
ineffective to ensure carefully a controlled shape of the solid-liquid interface during the
directional solidification process. For this purpose, the TMF apparatus obviously needs
a set of adjustments in terms of the design and size. A particular electrical phase distri-
bution and a different specific power supply for each phase which will be a motivation
and an interesting subject of the future study.
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